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ABSTRACT

The application of a mucroprocessor and a high level programming language (BASIC) 1s
described for data acquisition and data analysis 1n thermometric titrimetry The results
denved by the microprocessor for the standard thermochemical test reactions THAM /HCI,
NaOH /HCIO, and NaOH/H,SO, are 1n excellent agreement with those obtained using a
classical graphical data analysis procedure

INTRODUCTION

The methodology associated with data analysis in thermometric titrimetry
continues to be modified as the range of applications of this technique
expands. Christensen and co-workers [1-3] have provided a definitive theo-
retical treatment of thermometric titrimetry and previous data analysis
procedures [4] for this technique are based on this work. Data analysis
procedures for the closely related technique of solution calorimetry are also
well-known [5,6]. However, as thermometric titrimetry is associated with an
ever-increasing variety of applications and a wide diversity of calorimetric
equipment, it is difficult to apply or adapt general data analysis procedures
to the particular system under study.

This paper reports the software interfacing of a microprocessor to the data
acquisition system of a conventional titration calorimeter. Several computer
programs in BASIC have been developed to effect data analysis in terms of
generating the molar reaction enthalpy. The software was tested by employ-
ing several standard thermochemical test reactions and enthalpy data derived
by microprocessor were compared to similar data derived by Dickinson’s
graphical method [5,6].
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EXPERIMENTAL
Calorimeter and accessories

The Tronac (model 450) thermometric titrimetric system was used. The
calorimeter was a rapid-response, glass vacuum Dewar of 100 cm® maximum
capacity. The burette capacity was 6 cm® and the measured titrant delivery
rate was 1.0355 + 0.0011 cm® min~'. The thermostat was maintained at
298.0 + 0.001 K by employing a Tronac (model 1040) precision temperature
controller. Potential vs. time measurements were made using a Systron
Donner (model 7005A) digital voltmeter (DVM), which was interfaced with
a microprocessor. The overall sensitivity with respect to energy measurement
was 2600 mV K ~!. Such sensitivity was achieved by amplifying the thermis-
tor bridge output by a factor of 100 using a low-level, chopper-stabulised,
differential amplifier (Utah Electronics).

The microprocessor used was a Rockwell R6500 Advanced Interactive
Microprocessor (AIM 65) with the optional 8K BASIC Interpreter. The
on-board RAM was expanded up to 4K and the off-board RAM was also
expanded up to 65K address limit of the R6502. The hardware interfacing
between the DVM and the microprocessor was accomplished via the input/
output signal Binary Coded Decimal (BCD) option 05 of the DVM and the
Versatile Interface Adapter (VIA) input/output of the DRAM AIM 65.
Table 1 indicates the detailed pin-connections of the itnerfacing procedure.

Matenrials

Test reaction THAM / HCl. The N.B.S. Reference Material 724, “Solution
Calorimetry Standard”, tris(hydroxymethyl)aminomethane (THAM) was
used directly. 1.19568 g of THAM were dissolved and made up to 100 cm’
with deionized distilled water. 0.1 M HCl was prepared by diluting 200 p1 of
Aristar grade HCI to 25 cm’ with deionized distilled water.

Test reaction NaOH /HCIO,. 20 g of AnalaR grade sodium hydroxide
pellets were washed quickly with deionized distilled water to remove traces
of carbonates, dissolved and made up to 500 cm® with deionized distilled
water. The solution was standardized by pH titration with May and Baker
Standard Concentrate 0.1 M HCL. 0.015 M HCIO, was prepared by diluting
AnalaR grade perchloric acid with deionized distilled water. The solution
was standardized by pH titration with the standard sodium hydroxide
solution prepared previously.

Test reaction H,SO,/NaOH. 02 M H,SO, and 0.1 M NaOH aqueous
solutions were prepared directly from the appropriate May and Baker
Volucon Standard Volumetric Concentrates with deionized distilled water.
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TABLE 1
The DVM-AIM 65 hardware interface
Dagatal voltmeter Dram AIM 65
Output BCD Pin no. VIA 1nput Pin no Addresses (Hex.)
100,000’s 1 13 PA 4 8
10,000’s 1 11 PAO 4
2 12 PA 1 5
4 36 PA2 6 $9801
8 37 PA3 7
1,000’s 1 9 PB 4 T
2 10 PB5 U
4 34 PB6 v
8 35 PB7 A\ Y
$9000
100’s 1 7 PBO N
2 8 PB 1 P
4 32 PB 2 R
8 33 PB3 S
10’s 1 5 PA 4 J
2 6 PAS K
4 30 PA6 L
8 31 PA7 M
$9001
I's 1 3 PAO D
2 4 PA 1 E
4 28 PA2 F
8 29 PA3 H
Polarnity
“4+7=90 1 19 PB1 13 $9800
“—-r=1
Overload
“0O/L” =1 2 16 PA7 11 $9801
“NOO/L”=0
Pnint CAl 2
Command 23 CAl B
Inhibit 22 CA2 3 $980C
50
40
GND 44 GND 1
etc.
+5 VOLT
Supply for 4] 5 VOLT A

open collectors

The thermometric titration procedure

The usual and well-documented thermometric titration procedure was
adopted. Heat capacities were determined before and after each titration.
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The deionized water used in the experiments was purged with high purity
nitrogen prior to transfer to the reaction vessel. Sufficient water was added
to the reaction vessel to make up the final volume to 90 cm’® of titrant.
Known amounts of the titrant stock solution, 200, 400, 600, 800 and 1,000
pl, measured with a micropipette with disposable tips were then added. The
solution in the reaction vessel was kept constantly under a nitrogen blanket.

Program development

Three programs were developed, a data acquisition program, a calibra-
tion/heat capacity program and a reaction enthalpy program. As the data
acquisition program is essentially required to collect and store milli-volt
readings from the DVM as a function of time, this program was therefore
incorporated into each of the other two programs.

(a) Data acquisition program

A choice of computer language exists: ASSEMBLY, which has the ad-
vantage of speed, or BASIC, which is a very powerful and widely applicable
programming language. By comparison with ASSEMBLY, BASIC is slow in
operation. However, the speed of BASIC is compatible with the generation
of data from the DVM which has a rate of about 200 ms [7]. Other factors,
which favour the use of BASIC, include simplicity, diminishing memory
storage space with increasing program length and operator control over data
storage files [8].

The use of BASIC for collecting data generated by DVM is effected by
the PEEK (I) function, which returns the contents of the memory address I
[9]. A precise knowledge of particular addresses corresponding to the hard-
ware interfacing 1s, therefore, necessary (Table 1). The DVM generates a
maximum of six digital numbers in BCD with the sixth digit being either 0
or 1. The program immediately assigns the digits to D, to Dy, respectively,
corresponding to the Ist to 6th digits. The reconstruction of the number is
accomplished by allocating the decimal point and assigning the polarity
corresponding to that displayed by the DVM.

Assuming that the program execution time for collection and reconstruc-
tion of a single data point generated by the DVM 1s shorter than the DVM
print command pulse rate, the next execution must be delayed until a new
number arrives.

(b) Calibration / heat capacity program

A typical calibration /heat capacity thermogram 1s shown in Fig. 1 and
consists of three linear segments, the initial rating period (IRP), the heating
period and the final rating period (FRP). It was necessary to take into
account that, with the Tronac 450 calorimeter, voltage spikes occur, when
the calibration heater is turned on or off.
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Fig 1. A typical calibration (heat capacity) thermogram a and b are voltage indicator spikes
a, heater on, b, heater off.

Calculation of the corrected temperature rise essentially involves the
principles hsted.

(i) 600 data points are acquired. The first 100 data points are taken to
represent the IRP. The following 150 data points are rejected, since these
correspond to the voltage spike obtained when the heater is turned on. Data
points 250 to 350 are taken to represent the heating period, while the
subsequent 150 data points are rejected because they correspond to the
voltage spike obtained when the heater 1s turned off. Finally, data points 500
to 600 are taken to represent the FRP.

(i1) The three data groups, IRP, heating period and FRP were subjected to
least-squares fit equations and the corrected temperature rise was evaluated
n accordance with the application of Dickinson’s method [6).

(c) Reaction enthalpy program

For convenience, the program was developed for exothermic reactions
with large single K values. If necessary, the program can be modified for
other types of reaction. Such simple reactions normally produce a thermo-
gram of the type shown in Fig. 2 which consists of two linear portions for
IRP and FRP, respectively, and a non-linear reaction period. The extremities
of the reaction period are indicated by the deviations from linearity of the
IRP and FRP, respectively. However, the real time of commencement and
termination of the reaction are unknown. For a classical thermogram, the
commencement of the reaction 1s not the time when the burette 1s turned on,
as a small air space is usually left at the tip of the titrant delivery tube to
prevent pre-mixing of titrant with titrate [2]. It is, therefore, necessary for the
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Fig. 2 An 1deahzed reaction thermogram a and b are voltage indicator spikes' a, burette on,
b, burette off

program to establish the times corresponding to commencement and
terminatton of the reaction.

With the Tronac 450 calorimetric system, a voltage spike occurs when the
burette is turned on or off. Such effects constitute a source of error in the
study of reactions associated with a small enthalpy change. The reaction
period is therefore estabhished, after the initial voltage spike by extending the
air space at the tip of the titrant delivery tube so as to extend the initial time
of mixing of titrant and the titrate beyond that of generation of the voltage
indicator spike for commencement of the titration.

Data processing to obtain the corrected total temperature rise for the
reaction 1s perforemd according to the Dickinson method [5,6] and involves
the steps listed.

(1) The slope S, at all data points 1 = 3 to 1 = (N — 2) 1s given by

(Y,+2 - Y:—z)
u+a—u—n] ()

where ¥, = the DVM reading at the :th point. The pont P, corresponding to
the time at which the burette 15 turned on 1s obtained, when the slope at the
1th pont is greater than 1 X 1073, This number was arbitrarily chosen after
determination of the slope changes resulting from the corresponding voltage
spike. All data points from =1 to : = P, + 50 are rejected since these are
directly associated with the voltage spike. The remaining data points are
subjected to five cycle data smoothing, which involves the derivation of a
five pomnt quadratic equation.

S, = ABS[
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(ii) The slope at each point from : = P, + M, where P, = P, + 50 and M is
an integer, to 1 =n— 2 X M is calculated according to eqn. (1). Slopes are
successively compared and a point is considered to have deviated from
linearity, when two successive comparisons are greater than 6 X 10~%. This
number was chosen after determination of the slope variations of the linear
segments produced by the calorimeter under equilibrium conditions. Accord-
ingly, the point P;, corresponding to the end of the IRP or to the beginning
of the reaction period is established. The data points between P, and P, are
subjected to a least-squares calculation to obtain the gradient, intercept and
linear correlation coefficient of the IRP.

(iii) The slope comparison routine now commences using the last data
point backwards and involves a procedure similar to that described in (ii)
until the point P, which corresponds to the end of the reaction period or to
the beginning of the FRP is established.

(iv) The mid-point TM is then calculated by successive calculations and
comparison of the areas marked A and B of the thermogram shown in Fig. 2.
TM is established, when these two areas are equal. The corrected tempera-
ture rise may then be calculated by the standard extrapolation method

The three programs are given in Appendices I and II.

RESULTS AND DISCUSSION

Al all o ol ssrasa tfac At Ansmr AL tsr

Each of the three programs were tested and, in the case of heat capacity
and reaction enthalpy determinations, the corrected temperature changes
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Fig 3 The effect of the DVM range on the rate of data acquisition for DVM ranges of a,
100; b, 10, ¢, 1
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derived by mucroprocessor were compared with those derived by the graphi-
cal procedure.

(a) Data acquisition program

As the BASIC program is relatively slow, the program execution time was
tested by utilizing the AIM 65 internal clock. The time taken for the
program to acquire a data point generated by the DVM was less than 100
ms. Hence, the data acquisition speed depends only on the DVM print
command pulse rate which was found to vary with the DVM range. Hence, it
was necessary to calibrate the data acquisition speed by counting the number
of data points acquired after a predetermined time period. The program was
executed for the DVM ranges 1, 10 and 100 and periods ranging from 15 to
90 s. The calibration profiles are shown in Fig. 3. It is apparent that the data
acquisition rate decreases as the DVM sensitivity range increases. Such
calibration profiles are useful in assessing the compatibility of the time
period allocation with the numbers of data points taken to represent the IRP
heating period and FRP in the heat capacity determination.

(b) Calibration / heat capacity program

The calibration /heat capacity program was tested using water as the
calorimetric solvent (90 cm®). The actual heat capacity determination run
was accomplished within 120 s, of which 30 s are for collecting data to
represent the 1nitial rating period (IRP), 60 s to the heating period and the
last 30 s corresponds to the final rating period (FRP). A heating rate of 50
mcal sec™! was employed. Table 2 shows the comparison of the corrected
temperature rise and heat capacity, respectively, obtained by the graphical

TABLE 2

Heat capacity determination

AT, .(mV) Deviations Heat capacities

kImv™
By graph By ATIM-65 mV %

By graph By AIM-65
00549 00551 +00002 +036 02310 0.2314
00545 0.0545 0000 000 0.2319 0.2322
00552 0.0553 +0.0001 +018 02327 02316
00555 0.0554 —-00001 -018 02329 02331
00558 00557 —-00001 -018 02310 0.2317
00558 0.0558 0.0000 000 0.2280 0.2295
0.0555 00556 +0.0001 +018 02300 02316
00561 0.0561 0.0000 0.00 02290 0.2290

Mean 02308+00017 02313+00014
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Fig 4. The effect of the DVM set-point on heat capacity determiation.

method and that obtained by the microprocessor. A deviation of less than
0.5% between methods is generally within the range of acceptability for
thermochemucal data. It is significant to note that the heat capacity value
varies according to the initial DVM set-point and 1s at a maximum when the
set-point 1s zero (Fig. 4). Hence the DVM set-point is determined prior to
commencement of the thermometric titration.

(¢) Reaction enthalpy program

The reaction enthalpy program was tested using three standard thermo-
chemical test reactions. Reaction molar enthalpies for the reactions between
THAM,,,, and 0.1 M HCl,,,, NaOH ., and 0.015 M HCIO, and

between H,SO, ~and 0.1 M NaOH,,,, calculated by the micropfgéessor

(aq

TABLE 3
Standard test reaction, THAM + 0.1 M HCl

THAM x 1073 — AH (kJ mole~! THAM)
(mole/90 cm®)
Graphical method AIM-65
2.8468 47.36 47.16
3.5957 48.19 4797
3.9482 4719 46 75
5.9223 47.56 47.32
7.8964 47.83 4776
9.8705 48.50 4793
Average 47.771£0.50 4748+048

Average percentage deviation (—) 0.61%




NaOH — AH (k] mole™! NaOH)
(mole 171)
Graphical method AIM-65
00025 5585 55.58
0.0025 56.08 55.93
0.0020 5565 56.01
00020 55.84 55.82
0.0015 55.80 54.86
0.0015 56.07 56 08
0.0010 55.85 56.31
0.0010 54.23 54.32
Average 55.5410.67 55 61+0.68

Average percentage deviation (+) 0.13%

were compared to those obtained by the graphical method [5,6].

The enthalpy of protonation of THAM,,,, obtained via the graphical
method is —47.77 £ 0.50 kJ mole™! compared to the value calculated by the
microprocessor of —47.48 +0.48 kJ mole™! (Table 3). The average per-
centage deviation of the values calculated by the microprocessor relative to
the graphical method is 0.61%. The enthalpy values obtained by both
methods are in good agreement with literature values. Hansen and Lewis [10]
reported the protonation enthalpy of THAM as —47.36 kJ mole™! obtained
by titration of THAM,,, with 0.5139 M HCIO,. Hill et al. [11] reported a
value of —47.50 kJ mole™! by subtracting the enthalpy of solution of
THAM,, in water from the enthalpy of solution in 0.1 M HClL

The enthalpy of water formation using the reaction of NaOH, , with

TABLE 5
Standard test reaction, H,SO, +0.1 M NaOH

H,S0, x 1073 ~ AH (k] mole™! H,S0,)
(mole /90 cm®)
Graphical method AIM-65

0.04 58.49 58.20

0.04 57.76 57.95

0.05 58.18 58.15

005 56 84 56.17

0.03 58.33 5816

0.03 56.83 56 65

Average 57.74+0.75 57.55+0.89

Average percentage deviation (—) 0.34%
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0.051 M HCIO, calculated by the microprocessor was —55.6 + 0.68 kJ
mole~ compared‘I to the graphical value —55.54 + 0.67 kJ mole™! (Table 4).
These data are slightly lower than those reported by Christensen et al. [12]
(—55.81 kJ mole™!), Eatough et al. [13] (—55.75 kJ mole™!) and Hansen
and Lewis [10] (—55.78 kJ mole~'). The average percentage deviation of the
enthalpy of formation of water calculated by the microprocessor relative to
that obtained by the graphical method 1s 0.13%.

The enthalpy of formation of water obtained from the reaction between
dilute solutions (3.3 to 5.6 X 107* mole 17') of H,S0, and 0.01 M
NaOH,,,, calculated by the microprocessor was — 57 55 + 0.89 kJ mole™!
and that obtained graphically was —57.74 + 0.75 kJ mole~! (Table 5).
However, the enthalpy of reaction between H,SO, and NaOH,,, reported
here cannot be compared to that reported in the literature [14], as these data
were obtained under different conditions, 1n particular at different dilutions.
The average percentage deviation of the values caiculated by the micro-
processor was 0.34% relative to those values obtained by the graphical
method.

There are two possible sources of the discrepancy in the two sets of data
generated [15]). The first source arises from the two different methods of
establishing the imitial and final rating period gradients which may result in
different corrected temperature changes. The second source arises from the
different methodology associated with the two different approaches to the
application of the Dickinson method for derivation of corrected temperature
change. The microprocessor method transforms the reaction period mto a
series of linear segments whereas the graphical method assumes that the
same reaction period 1s a smooth curve.

CONCLUSIONS

The principal aim of the present work was to interface a microprocessor
with a conventional thermometric titrimetry system and to create programs
to generate enthalpy data to the same degree of precision as conventional
graphical procedures. Such aims are achieved if special features of the
thermometric titrimetry system, such as voltage indicator spikes and refer-
ence temperature set-point, are considered 1n the data analysis procedures.
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. HEAT CAPACITY DETERMINATION PROGRAM
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APPENDIX II. DATR2. DATA ACQUISITION AND AT, CALCULATION PRO-
GRAM
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